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马氏决策过程(Markov decision processes, 缩写为MDP) 属随机动态系统的最优控制理论，适合分析和解决许多实际问题，近年来得到广泛的关注和研究, 在MDP理论发展过程中，离散时间MDP是研究的主要对象，其特点是仅在离散时间点上采取控制策略，相应的成果丰硕，应用广泛。与此同时，因排队网络的优化，人口过程的控制等诸多实际问题需要时间连续的采取控制策略，相应的优化问题由连续时间MDP模拟更加适合，因而人们一直努力建立与离散时间MDP相平行的连续时间MDP理论体系。另外，非平稳模型、半马尔可夫决策过程（SMDP）问题也备受人们关注。针对上述问题，本项目经过十多年深入且系统的研究，获得了系列在国际上具有一定影响和高度认可的创新性成果，这些成果不仅推进了MDP理论的新进展，而且丰富和拓展了MDP的应用领域。主要科学发现如下：

1) 推进了连续时间MDP理论的新进展：给出了系列强有力的连续时间MDP折扣和平均最优性条件和计算法，建立了被国际杂志称谓的研究MDP平均准则的第三种方法（即“最优双不等式”方法），解决了下列三个公开问题：i) A.A.Yushkevich（Theory Prob. Appl., 22, no.2, 215-235, 1977）提出、又被H.-J. Engelbert在Math. Review（MR0458603）和O. Hernández-Lerma &T. Prieto-Rumeau等在TOP（14, no.2, 177-257, 2006）再次提及的关于连续时间MDP无界值函数的Open问题；ii)J.Bather（Adv. in Appl. Prob., 8, no. 1, 144–158, 1976）提出的连续时间MDP平均最优方程解的存在性问题；iii) 俄罗斯V. V. Rykov院士等于其专著（CRC Press, 1995, p.137）提出的连续时间MDP中控制过程的构造问题.

2) 首次建立美法学者等关注的非平稳离散时间MDP的平均最优方程，给出若干强有力的平均最优策略的存在性条件和计算方法，实质性拓展了E.B.Dynkin院士等给出的相应平稳情形的最优性结果.

3) 系统研究了SMDP有限阶段优化问题，提出了有限阶段问题是"阶段相关"的观点，通过引入"阶段相关"的策略，克服了"有限阶段最优策略较复杂"的困难，建立了SMDP有限阶段费用准则的最优方程和最优策略的算法，解决了SMDP有限阶段报酬的多约束优化问题。

上述理论还应用到人口模型、排队系统和机器维修问题等。特别，利用广东省中医院住院部急性缺血性中风疾病患者的电子病历信息，构建了该中风病的MDP模型，得到了对症下药的最佳中西医结合干预方案。基于河南中医院、陕西中医院等6家医院相应的临床数据进行验证分析，结果显示：采用我们最佳干预方案的患者能获得更好的治疗效果。

至2014-05-31，本项目在概率论、控制论、运筹学等领域的权威期刊[*Ann. Appl. Probab，*](http://www.ams.org/mathscinet/search/journaldoc.html?cn=Ann_Appl_Probab)[SIAM J. Optim.](http://www.ams.org/mathscinet/search/journaldoc.html?cn=SIAM_J_Optim)，[SIAM J. Control Optim.](http://www.ams.org/mathscinet/search/journaldoc.html?cn=SIAM_J_Control_Optim)，[IEEE Trans. Automat. Control](http://www.ams.org/mathscinet/search/journaldoc.html?cn=IEEE_Trans_Automat_Control)，[Math. Oper. Res.](http://www.ams.org/mathscinet/search/journaldoc.html?cn=Math_Oper_Res)，*Adv. in Appl. Probab.*等发表SCI收录论文66篇，还在Springer出版了第一部连续时间MDP理论的专著。项目论文、论著的他引次数190次，10篇代表作被SCI他引65次，引文作者包括A N. Shiryaev（俄罗斯科学院院士，1974年Markov prize以及1994年Kolmogorov prize 获得者）、O. Hernandez-Lerma (墨西哥科学与艺术科学院院士，2008Scopus prize和2009 Thomson Reuters prize获得者)、E.A. Feinberg （2012 IEEE Charles Hirsh Award获得者）、A. Hordijik (1980年Van Dantzig prize获得者)等。项目成果还得到国际同行学者发表在 SIAM J. Control Optim., Automatica J.IFAC, Math. Meth. Oper. Res., J. Math. Anal. Appl.,TOP, Math. Reviews,和Zentralblatt MATH等国际杂志上的高度肯定和公开评价.
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